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Introduction. Regression analysis is an incredibly powerful machine learning tool used for
analyzing data. It is a way of predicting future happenings between a dependent (target) and one or
more independent variables (predictor). Regression differs from classification models because it
estimates a numerical value, whereas classification models identify which category an observation
belongs to. The main uses of regression analysis are forecasting, time series modeling and finding
the cause and effect relationship between variables. It is well known that model will be more
accurate if we will take into account the specificity of the data to construct the predictive models.
As we see nowdays, field of php projects of github is huge - about 750 thousand projects, but each
framework, for example Yiil (420 projects) and Yii3 (223 projects), have its own circumstances, so
models which will take into account them will bring more profit in future by the opinion of the
authors. In this case datasets should be separated for each of the frameworks. This article deals with
issues related with regression models and software creation for its implementation [1, 2, 3].

The aim of the work is to create software for building a regression model to estimate PHP-
based projects effort, that it is possible to increase the reliability of the assessment of the dependent
variable regression compared to using single-dimensional normalization transformations.

Background. Estimation of unknown parameters of the model is carried out solely based on
the values metrics of the observations which we have got from GitHub PHP projects. Every tool
from the list [4, 5] could be got for the observation extraction. All values are saved in a file that will
be uploaded as in-data for the model construction. In Python for this case we should use Pandas,
Matplotlib, Statsmodels, Numpy and Sklearn libraries. Lets import them:
import pandas as pd
import matplotlib.pyplot as plt
import seaborn as sns
import numpy as np
import statsmodels.api as sm
from statsmodels.stats.outliers_influence import variance_inflation_factor
from sklearn.linear_model import LinearRegression

Multicollinearity occurs when there are two or more independent variables in a multiple
regression model, which have a high correlation among themselves. When some features are highly
correlated, we might have difficulty in distinguishing between their individual effects on the
dependent variable. Multicollinearity can be detected using various techniques, one such technique
being the Variance Inflation Factor(VIF). We will import VIF function from
statsmodels.stats.outlier. Generally, a VIF above 5 indicates a high multicollinearity [2].
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Then we should read the data from the file with observations that we have got from GitHub.
from google.colab import files
data = files.upload ()
plt.scatter(data.bugfixsize)
plt.figure(figsize=(10, 6))
plt.hist(data['effort’], bins=50, es='black’, color="#2196f3")
plt.xlabel('bugfixsize")
plt.ylabel('pages_of documentation’)
plt.show()
regr = LinearRegression()
regr.fit(X_train, y_train)
print(' r-squared:', regr.score (X_train,y_train))
print('Intersept:’, regr.intersept )
pd.DataFrame(data=regr.coef ,index=X_train.columns, columns = 'coef")
pd.DaraFrame({'coef_name":X_incl_const.colums,'vif':np.around(vif, 2)})
vif = [variance_inflation_factor(exog=X_incl_const.values,exog_inx=1) for i in range
(X_incl_const.shape[1])]

The non-linear regression model for estimating the effort of PHP projects which we have got
from that software is Y=2.341231+1.6159 x1 +0.01438x2 , where x1-size in bugfix in bugs, x2 -
size of documentation in pages. R-square 0.96.

Conclusions. Software of the model, built on the basis of multi-dimensional Johnson's family
SB normalization transformation, compared to other regressive the models have a higher percentage
of projected results, lower average values relative error and range of the interrelation of non-linear
regression.
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MPOrPAMHUIA 3ACTOCYHOK JJI51 NOBYIOBU PETPECITHOI MOJEJII 1151
OHIHIOBAHHA TPYJIOMICTKOCTI BEB-JOJATKIB PHP

Anomauin. Y cmammi npeOcmagieHO ONUC NPOSPAMHO20 3abe3neyeHHsi ONsi  N0OYO08U
bazamoghakmopHoi  peepecitinoi mooeni 0ns  OYIHIO8AHHA MPYOOMICMKOCMI pO3poOKUu 6eh
3acmocynkie na PHP.

Knrwowuosi cnoea: 6acamogpaxmopna peepeciina moodenvb, 6e6 3acmocywku Ha PHP;
MpPYyOOMICMKICIb pO3POOKU.
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